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Dark patterns characteristics 
 

- UI/UX design 
 

- Exploits vulnerabilities 
 

- To the users detriment 
 

- Offline/Online 
 
 

Thesis Conclusions: 
 

- no need for a specific EU law 
 

- lack of awareness and 
enforcement 

 
 





Dark Patterns v Data Protection

• Principles	of	personal	data	protection	
• Rights	of	data	subjects	
• Consent



Transparency principle

• CNIL	fined	Google	with	EUR	50	million	for	failing	to	comply	inter	alia	with	the	
transparency	principle.	

• 	Google	failed	to	comply	with	the	‘easily	accessible’	requirement:	

➢increased	number	of	clicks	for	information	on	data	retention	(4),	geolocation	
services	(5)	and	personalized	advertising	(6)	v	1-2	clicks	to	Accept	=>	‘Ease’	

		
➢spread	 of	 relevant	 information	 across	 different	 documents	 (‘Privacy	 Policy	
and	Terms	of	Service’	and	‘Privacy	Policy’)		=>	‘Hidden	Information’	

➢use	of	 non-explicit	 titles	meant	 to	mislead	 the	user	 into	 thinking	 that	 data	
retention	 information	cannot	be	found	under	the	respective	title	 (‘Exporting	
and	deleting	information’)	=>	‘Misdirection’



Other data protection principles?

• Fairness	of	processing.	Dark	patterns	are	unfair	means.	

• Purpose	 limitation.	LinkedIn	sent	 invitations	to	the	user’s	contacts	on	
the	 user’s	 behalf.	 LinkedIn	 settled	 in	 court	 for	 $13	 million.	 (‘Friend	
Spam’)	

• Lawfulness	 of	 processing.	 Failure	 to	 comply	 with	 data	 protection	
principles	implies	a	failure	to	comply	with	the	lawfulness	of	processing.	

• Accountability.	 Dark	 patterns	 are	 at	 odds	 with	 the	 obligation	 to	
continuously	 implement	 measures	 to	 promote	 and	 safeguard	 data	
protection.



Data subjects’ rights



Free consent 
v 

‘Forced 
action and 

timing’



Informed 
consent 

v 
‘Framing’



Specific 
consent  

v 
 ‘Bundling of 

services’



Unambiguous 
consent  

v 
 ‘Default 

Settings’ and 
‘Trick 

Questions’



Data protection by design and by default
Data	protection	by	design?		

Dark	patterns	are	not	technical	measures	which	are	meant	to:	
➢ implement	data	protection	principles	
➢ integrate	the	necessary	safeguards	into	the	processing	in	order	to	

meet	the	requirements	of	the	GDPR,	and	
➢ safeguard	the	rights	of	data	subjects.	

Data	protection	by	default?	

Dark	patterns	oppose	the	idea	of	data	protection	by	default	since	they	
aim	to	nudge	users	into	accepting	the	most	privacy	intrusive	options.



The right to privacy – Location data



The right to privacy - Location data



Unfair Commercial Practices Directive

• Promoting	 Facebook	 as	 ‘Free’	 (‘Framing’)	 –	 Misleading	 commercial	
practice	

➢Italian	Competition	Authority	fined	Facebook	with	EUR	10	million	(2018)	
➢Hungarian	 Competition	 Authority	 fined	 Facebook	 with	 EUR	 4	 million	
(2019)	

• Invitation	 to	 purchase	 a	 product	 with	 the	 intention	 of	 promoting	 a	
different	product	(‘Bait	and	Switch’)	–	Misleading	commercial	practice	

• 	Falsely	claiming	that	a	product	will	only	be	available	for	a	limited	time	
(‘Forced	action	and	timing’)	–	Aggressive	commercial	practice



Audiovisual Media Services Directive



Consumer Rights Directive & Unfair Terms 
Directive
• The	Consumer	Rights	Directive	expressly	forbids	two	dark	patterns:	
		
➢‘Sneak	into	basket’	by	forbidding	‘Inertia	selling’;	and		

➢‘Default	 Settings’	 by	 prohibiting	 traders	 to	 infer	 consent	 from	 using	
default	options	

•Unfair	Terms	Directive	obliging	traders	to	provide	contractual	terms	in	
plain	 and	 intelligible	 language	 under	 the	 sanction	 of	 interpreting	
unclear	provisions	in	the	favour	of	consumers.	



Borderline case – Youtube Premium






